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Discussion on "An Empirical Test of Bentham's Theory of the
Persuasiveness of Evidence"

INTRODUCTION

Asadiscussant, my role is to provide a condructive criticism of the article. On the good side,
the article has tackled a difficult issue and an important one. Both practice and academia are struggling
to get agrip on how to measure the persuasiveness of an item of evidence or an evidence set. Asthe
authors identify, the audit processis nothing but evidential reasoning under uncertainty. Although not
explicitly stated, the article deals with two issues: the persuasiveness of asingle item of evidence, and the
persuasiveness of an evidence set. Four out of six hypotheses (H1-H3, and H6) ded with the

persuasiveness of an evidence .

The authors make a strong argument in favor of the need for a generd theory of evidence and
for aquantitative measure of the strength or persuasiveness of evidence to be used in decision aids and
expert systems by practitioners. | fully concur with this sentiment. However, | do not entirely agree thet:
“Y ¢, to date, no genera theory of audit evidence has been accepted in either the research or practice
literature.” | believe that genera theories of evidence do exigt in auditing and outside of auditing too.
One such theory is based on the probability framework (e.g., Edwards 1984, Pearl 1990a-d, Dutta and
Srivastava 1993, Kissinger 1977, Schum 1987, 1990, Stephens 1983, Toba 1975) and the other is
based on the Dempster- Shafer theory of belief functions (e.g., Shafer and Srivastava 1990, Srivastava
19953, 1995b, Srivastava and Johns 1992, Srivastava, et a. 1995, Srivastava and Shafer 1992). The
probability framework is appropriate when we have detailed knowledge about various probabilities and
conditional probabilities, whereas the belief-function framework is gppropriate under situations where

not al probabilities and/or conditiona probabilities are known.

| fed that the authors have done a good job on the empirical work in the article. However, | am

disappointed with the theory sde of the paper. First, the authors are abit carried away with Bentham's



theory. | believe that Bentham's theory is based on intuitive reasoning and is not based on well-founded
theory. As| will show, dl the hypotheses derived in the article from Bentham' s theory can dso be
derived from the theory of evidence based on a probability framework.! What additiona insights does
Bentham'’ s theory give auditors? Why do we need to go back over 150 years for atheory of evidence
when currently we have well-founded theories based on the mathematical theory of probabilities?

Secondly, the authors seem to bdlieve that they are determining the intringc characteristics of
audit evidence that make the evidence persuasive. But, as stated earlier, four out of six hypotheses ded
with the combination of evidence and not with the intrinsic properties of evidence that make it
persuasive. Third, Bentham's theory does not consider the impact of the contextual Stuation on the
grength of evidence (Twining 1985). For example, the same sat of evidence would provide a different
level of persuasivenessif the background story were changed. A suspect of a murder may be convicted
for the crime based on the circumstantid evidence and his confesson.  However, it may later be
determined that he only happened to pass by the murder scene and was threatened by the red murderer

to admit the crime otherwise lose dl his family members' lives.

In generd, there are three important issues related to evidentid reasoning in auditing: the
dructure of the audit evidence, the representation of the strength of evidence, and the combination of
various items of evidence (e.g., Boritz and Jensen 1985, Boritz and Wendey 1990, Shafer and
Srivastava 1990, and Srivastava and Shafer 1992). Bentham' s theory of persuasivenessis not capable
of dedling with any of the above issuesin a comprehensve way. It provides no guidance for the
persuasiveness of evidence in complex situations where one item of evidence supports severd audit
objectives or accounts. Also, it isincapable of dedling with Stuations where the evidence relates to
partial ignorance, that is the evidence supports Hy to some degree, contradicts Hy to some other degree
and maintains a certain level of support for both possibilities, { Ho,~Ho}, which represents ignorance.
Although, the probability framework is not capable of dealing with such stuations, the belief-function

framework is.



PROBABILITY FRAMEWORK VERSUSBENTHAM'STHEORY

In this section, | will show how one can derive al the hypotheses developed by Caster and
Pincus (1996) by using the probability framework. Dutta and Srivastava (1993) used the likelihood
ratio, | , (Edwards 1984) to represent the strength of audit evidence and showed how various items of
evidence could be combined. The strength of evidence? E in support of hypothesis H is given by the
likdihood ratio| as:

| = PEH)
P(E[~H)’ )

where P(E|H) and P(E|~H), respectively, are probabilities that E occurs given that H has occurred or H
has not occurred (~H). For positive evidence, that is, for an item of evidence that supports H, the
likelihood retio, | , will be greater than 1. Asthevaueof | increases, the strength of evidence
increases. For pogitive evidence, E, the posterior probability is greater than the prior probability, that is,
P(H|E) > P(H). When P(E|-H) =0 (I =¥ ), the posterior probability P(H|E) = 1, provided P(E) ? 0,
implying that H will occur whenever E will occur. For neutral evidence that adds no new information on
H,| =1and P(H|E) = P(H). For anegetive item of evidence, the likelihood ratio is lessthan 1 and
positive; the lower the value, the stronger the negative evidence. For | = 0, the negative evidence in
infinitely strong; knowing that E has occurred will guarantee that ~H has occurred, that is, P(~H|E) = 1.

Dutta and Srivastava have shown that the combined sirength, L, of n independent items of
evidence bearing on one assartion is equd to the product of the individua strengths (1 9):

n
L=0l; 2)

Amount of Evidences Number of Tests

This Stuation deals with independent items of evidence supporting one Side of an issue as
described by the authors. Proposition 1 below relates to the authors hypothesis 1.



Proposition 1. Asthe amount of evidence (number of non-redundant tests) increase, the persuasiveness
of the evidence st increases

It is clear from (2) that for pogtive evidence (I >1), the combined strength L which is the product of the
individua strengths always increases as new items of evidence are included in the evidence s&t. For
example, when there are two positive independent items of evidence with srengths| ; and | ,, the
combined grengthiisl 1 1 .. Sincel ;>1, and | ,>1 (pogitive evidence), the combined strength is dways
greater than the individual strengths. Consider athird positive item of evidence with strength | 5, the
combined strength now will bel ;1 ;| 3 whichisawayshigher than | 1 | ,. Thisresult showsthat aswe
increase the number of independent positive items of evidence in an evidence s&t, the combined strength
of the evidence st increases. Smilarly, we can show that for al negative items of evidence (0=I <1),
the combined strength of the evidence set increases as the number of negetive items of evidence

increases in the set. This discussion proves proposition 1.
Dispersion of Estimates

The authors have dightly modified Bentham'’ stheory of persuasiveness of evidence to develop a
hypothess to suit the auditing Stuation. However, some important minor details seem to be omitted in
the modification. Let me first focus on Bentham’ s theory for a Stuation where severd witnesses are
testifying about the same matter. According to the authors, “ Bentham suggested a smple modd for
weighting the testimony of witnesses. When witnesses ‘ operated’ strictly to prove afact, the number of
witnesses could be summed to determine the probative force of the evidence.” From this discussion we
can conclude that when two equally credible witnesses testify to the same side of the issue then the
combined evidence is more persuasive than when two witnesses testify on opposite Sides of the issue.

This satement issmilar to Hypothesis 3 and | will postpone further discussion until the next section.

The authors modification of Bentham's theory for this section deals with making multiple
esimates of the same quantity using severa different independent audit procedures. This Stuation is very

different from the first Stuation where witnesses testify on one sde of anissue. In Bentham's case, there



are only two sdes of the issue, guilty or not guilty, whereas in the auditing example there is a continuum
of outcomes. Thus, we need to think carefully about the auditing Situation. For example, in the authors
example of two estimates of the Allowance for Future Returns we may ask the following questions:. (1)
How close are the two estimates to the recorded value, that is, how strong is the evidence individualy
and collectively that the estimates support the recorded value? (2) Arethe two estimates sgnificantly
different or the same, that is, how strong is the evidence that the two estimates are the same? The first
question is of interest in auditing. However, it gppears to me from hypothesis 2 that the authors are
investigating the second question, which is of interest only if we are testing to determine whether two
independent procedures yield the same result. Thereis no discusson on athird quantity, the recorded

vaue. Inthefollowing paragraphs, | generate two testable propositions related to the above questions.

In order to answer the two questions raised above, | need to discuss some concepts that may
not be familiar. We dl know how to accept or rgiect anull hypothesis (Ho: m= mg) in comparison with
an dternative hypothesis (Ha; m? mp) usng at-test. However, we do not know the level of support for
or againg the two hypotheses when the measured vaue is, say meb. The likelihood ratio provides such
ameasure (see. e.g., Edwards 1984, and Pearl 1990c). Also, Dutta and Srivastava (1993) have
argued that the likelihood ratio is a good measure of the strength of evidence. Swets et d. (1964) have
used the likelihood ratio in Sgndl detection theory. If f and f; represent, respectively, the probability
densty functions for Hy and H then the likelihood ratio, | yo(b), representing the strength of evidencein
favor of Hy, when the measured value of m= b is (Edwards 1984, Swets et al. 1964):

_fo(n=b)
HO ™ (meb)” (3)

Figure 1 represents norma probability distribution functions for Hy(n=100) and H,(n=150).

Figure 2 shows the variation in the strength of evidence as afunction of the measured vdue of m The



results are intuitive. We obtain the highest level of support for Hy when the measured vdueis equal to

the vaue of mfor Hy and vice versa. Thus based on the above discussion, we can write the following

proposition:

Proposition 2a: Ceteris paribus, asthe difference between the etimate and the desired outcome
decreases the persuasiveness of the evidence increases.

Let us consder the situation related to the second question asked earlier where we have two or
more estimated values from independent procedures and we want to determine if they are dl the same
or sgnificantly different. Such tests are performed using t-tests and ANOVA. However, our interest
hereisin terms of the strength of evidence that, for example, the two estimates are close to each other.
Again representing the sirength of evidence by the likelihood ratio, we can show that the likelihood ratio
isthe highest, that is, the level of support is the highest, when the difference between the two estimatesis

zero and decreases as the difference increases. Thisresult can be written in terms of the following

proposition:

Proposition 2b: Ceteris paribus, as the difference between two estimates increases the persuasiveness
of the evidence in favor of the hypothesis that the two estimates are the same
decreases.

The above proposition is Smilar to hypothesis 2 of the authors. Thus, hypothesis 2 is shown to be
derived using probability framework. However, if the authors contention is that hypothesis 2 deds with
the assertion that the account balance isfairly stated then they should clearly state the reference point,

the recorded mean of the account balance.

Composition of Evidence Set

This Stuation deals with a set of items of evidence with some in support of an assertion and
some in support of the negation of the assartion. That is, some items of evidence are pogtive

represented by likelihood ratios with values gregter than one, and some are negative, supporting the



negation of the assartion, represented by likelihood ratios with valuesless than one. Consider the

following two Stuations with three items of evidence.

Situation 1: All thethreeitems of evidence are postive with strengths: | 1, 1 5, and | 3 (Al | sheing
greater than 1). The combined strength of the evidence set in favor of the assertion isequd to the
product of dl thelikelihood ratios, | ¢ =1 1l 2l 3.

Situation 2: Two items of evidence are positive and one, say the third one, is negative (that is,

ol I3<1). The combined strength of the evidence st sl C =14l 5l 3 Since 0@l ;3<1, the combined
drength under Stuation 2 is going to be dways smaller than the combined strength under Situation 1.
Thus, one can generdize the above reault into the following propostion:

Proposition 3: Ceteris paribus, asthe compaosition of the evidence set becomes more one-sided, the
persuasiveness of the evidence set increases.

The above proposition is the same as hypothesis 3 of the authors. 1t should be noted that proposition 3
is true only when the common pieces of evidence on one sSde of the issue under the two Stuations have

the same strengths. For example, thevauesof | 1 and | , under the two Stuations are constant.

Sour ce Reliability

As Cagter and Pincus point out, source reliability has been andytically modeled under the
probability framework by Schum and DuCharme (1971) and empiricdly studied and vaidated by
severd researchers (Anderson et a. 1994, Bamber 1983, Rebele et a. 1988, Washington 1938).
Based on the above studies, it iswell accepted that as the source rdiability of evidence increases, the
evidence set becomes more persuasive. | do not redly see the vaue this sudy adds to what we dready

know about it. | will not discuss the source reliability case any further.

Directness of Evidence



The authors contend without anaytical proof that “ direct evidence should be more persuasive
than indirect evidence because dternative hypotheses can be ruled out.” | want to give aforma proof

of their contention by providing a proof for the following proposition.

Propogition 5: Ceteris paribus, direct evidence is more persuasive than indirect evidence.

Congder the following example. Suppose you are staying in a dorm with two other roommates.
You are dill in your bed but want to know if it rained last night, S0 you ask your roommates whether it
rained last night®. One of the roommates tells you that he was awake early in the morning and saw it
raning. Let ussay thisevidenceis E; whichisdirect. The other roommate looks outside the window
and informs you that the lawn iswet. This evidence, E,, isindirect because there could be other
reasons for the lawn to be wet. For example, the gardener might have turned on the sprinkler system
lagt night. Let us assume for smplicity that the only other possibility for the lawn to be wet isthe
sprinkler system being on during the night. Let S represent the state that the sprinkler system is on and

~S represent the state opposite to S.

The gtrength of evidence E; in favor of hypothesis Hy that it rained last night is given by:

| , = P(EaHo)
P(E1|H a)
where H, is the dternative hypothesisthat it did not rain. The above expression can be rewritten in

terms of reigbility Ry of the roommate who said that he saw it rain last night as:

| =PEH) _ PEH) _ Ry @
PEH) 1-PCEH) 1-R

where the reliability of the roommeate is assumed to be symmetric for smplicity. In other words, he says
that it rained if indeed it did rain with the same rdliability as he saysthat it did not rain if indeed it did not
rain, that is, Ry = P(E1| Ho) = P(~E1| Hg). He tdls the truth with rdiability R;. The strength of evidence
E; depends on rdiability R;. The more reliable the source the more persuasive isthe evidence. This

Stuation is Smilar to the case of source rdigbility discussed eaxrlier.



The strength of evidence E, can be expressed” as:

R2
(1-Ry) + (2R2- D)P(S|Hy)’ ®)

| o=

where R, isthe rdiability of the second roommeate. | » depends on R, and P(SHg). For P(S|Hg)=1, |
2 =1, irrespective of the vaue of Ry. This smply means that knowing the lawvn is wet provides no
evidence for Hy thet it rained lagt night if the sprinkler is aways on when thereisno rain.

Assuming the two roommeates being equdly rdliable (R; = R, = R), we can show that the
strength of evidence E; is greater than the strength of evidence B, that is, | 1> 1 ,, for R > 0.5 (see
Tablel). That is, for reliable roommates (R > 0.5), the direct evidence is dways more persuasve than
the indirect evidence. Thisiswhat hypothesis 5 of the authors suggests. However, one can see from
Table 1 that indirect evidenceis stronger than direct evidence for unreliable sources (R; < 0.5, and Ry <
0.5). Thus, propostion 5 istrue only under certain conditions implying that hypothesis 5 can not be true
in generd.

----- Table 1 about here  -----

For P(SHg) =0, | 1=1 o when Ry = R, =R, irrepective of the value of R. This meansthat the
two items of evidence are identica since the sprinkler is not on when thereisnorain. Thus, it isthe
same whether the first person tells that he saw it rain last night or the second person says after seeing
outsde that the lavn iswet; the strength of evidence in either case depends on the reliability of the two
individuds. If they are perfectly reiable then, of course, it rained lagt night if one says that he saw it rain

or the other tdls that the lawn is wet.

Deviations from Expectations

Pincus (1991) has found that deviations from expectations reduce confidence in auditors
judgments, implying evidence is less persuasive when it is unanticipated than when it is anticipated.
Caster and Pincus (1996) have related this finding to Bentham'’ s theory of persuasiveness of evidence
and proposed hypothesis 6. | want to show how one can derive this result using the probability

framework. The basic premiseis that the auditor expects one kind of outcome, but after conducting the

10



audit, he or she obtains just the opposite. Asan example, consider that the prior year working papers
suggest that there is no material misstatement expected in the account balance. This means the auditor
has positive evidence towards the account balance being fairly stated based on the prior year working
papers. Let usrepresent the strength of thisevidence by | 1 (I 1>1). However, after conducting the
audit the auditor finds that the account balance is materialy misstated and would require an adjustment.
This evidence is negative and its strength can be represented by | , with | , being lessthan 1. If we
combine the two items of evidence then the resulting strength will belessthan | ;. If the Stuation were
just reversed, that is, the prior year information was negative and the current year evidence was positive,
then the combined strength would il be less than the strength of the positive evidence. However, if
both were positive or both were negative then the combined strength in favor of or againgt the assertion
would be stronger than the individual strengths. This discussion proves the following propostion:

Propogition 6: Ceteris paribus, when evidence is unanticipated, the evidence set becomes less
persuasive.

The above proposition is hypothesis 6 of the authors.

Interaction of Characteristics

We do expect to see interaction between various characteristics of persuasiveness of evidence
sgncethey dl jointly determine the overdl strength of the evidence set. Using the likelihood gpproach to
represent strength of evidence, one can easly andlyze the pair-wise interaction and how it would affect
the overall strength of the evidence set. The authors' findings about the interactions were sgnificant, as
expected. However, in one Situation, they contend that they obtained an unexpected result: “the
subjects were insengtive to digperson in estimates when dl evidence was negative.” However, it seems
that if we congder the conservative nature of the auditor then the above finding is not redly unexpected,
it isquite normal for the auditor to adjust the account if al the evidence is negative irrespective of the

amount of disperson in estimates.

11



OTHER ISSUES AND CONCLUSIONS

In this section, | summarize my remaining concerns on the article. The authors refer to the work
of Toba (1975), Kissinger (1977), and Stephens (1983), and aso recognize that evidence aggregation
might be viewed as a problem of combining probabilities. However, they seem to have missed the
work on combining evidence by Duttaand Srivastava (1993) who have done just thet; they have
developed atheoretica framework for aggregating evidence by combining their strengths (based on
likelihood ratios).

Bentham’ s theory of persuasivenessis unduly emphasized in the summary section. Formd
theories of evidentid reasoning do exist outside of auditing and even in auditing (e.g., for probability
framework, see, Edwards 1984, Pearl 1990a-1990d, and Dutta and Srivastava 1993, and for the
Dempster-Shafer theory of belief functions, see Shafer and Srivastava 1990, Srivastava and Shafer
1992, Srivastava 1995a, 1995b). Further, the authors state that:

The results of this study are promising in that Bentham’ s theory does appear to capture
important characteristics of evidence sets that affect persuasiveness in an audit setting.
Further research to more fully develop and test this model would be helpful in
edablishing its appropriateness as a general theory of persuasiveness of audit
evidence (page 24, emphasis added).

| fed this satement is too strong given that we have forma theories of evidence such as
probability theory and the Dempster- Shafer theory of belief functions. As shown in previous sections,

there is nothing specia about Bentham’ s theory. Al the results have been derived using probability

framework. One can derive the same results under the bdlief-function framework.

Bentham' s theory is not a comprehensive theory of evidence as claimed by the authors. 1t does
not provide any guidance as to how or what level of persuasiveness one would obtain when combining
evidence in a complex network of audit objectives as discussed by Srivastava (1995a, 1995b). Also,
Bentham' s theory provides no guidance as to how one can determine the persuasiveness of evidence

when a certain leve of ignorance is present with only partiad knowledge that the null hypothesisis true or

12



an dternative hypothesisistrue. Even the traditiona probability theory has problems dedling with such
items of evidence. However, one can use the Dempster- Shafer theory of belief functionsto ded with
such items of evidence (Shafer 1976).

| believe the whole audit processis nothing but evidentia reasoning under uncertainty.
Currently, we have severd well founded frameworks such as the Bayesian framework and the
Dempster- Shafer theory of belief functions that should provide us with ample opportunities to ded with
the real world issuesrelated to audit decisions. There are many unanswered theoretical aswedl as
empirical questions related to such issues as (1) representation of the strength of evidence, (2)
measurement of the strength of evidence, (3) combination of the strength of various items of evidence,
(4) persuasive evidence versus convincing evidence, (5) integration of statistical and non-datistical
evidence (for the belief-function case see, Srivastava and Shafer 1994), and so on. The authors work
isjud the beginning.

13
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Figurel

Normal Probability Digtribution Dengty Functions, f(x| Hp), and f(x| Hy), for Ho(m= 100) and Hy(m=
150) with s = 20.
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Figure2

The Likdihood Ratios, | o and | {5, in Favor of Hy(m= $100) and Hy(m= $150), respectively, asa
function of the observed vaues of mean m The Likelihood Ratios are defined as:
| o = f(nmeb| Ho)f(neb| Hy), and | a= U Ho.

I I I I
110 H 120 120 140
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Tablel

Directness of Evidence

Probability that Rdiahility Strength of Evidence E;  |Strength of Evidence E,
sorinkler ison given
thet it isnot raning
P(SHHJ) R (1) (12
1 1.0 ¥ 1
0.8 4.00 1
0.6 1.50 1
0.5 1.00 1
0.4 0.67 1
0.2 0.25 1
0.0 0.00 1
0.8 1.0 ¥ 1.25
0.8 4.00 1.18
0.6 1.50 1.07
0.5 1.00 1.00
0.4 0.67 0.91
0.2 0.25 0.63
0.0 0.00 0.00
0.5 1.0 ¥ 2.00
0.8 4.00 1.60
0.6 1.50 1.20
0.5 1.00 1.00
0.4 0.67 0.80
0.2 0.25 0.40
0.0 0.00 0.00
0.4 1.0 ¥ 2.50
0.8 4.00 1.82
0.6 1.50 1.25
0.5 1.00 1.00
0.4 0.67 0.77
0.2 0.25 0.36
0.0 0.00 0.00
0.0 1.0 ¥ ¥
0.8 4.00 4.00
0.6 1.50 1.50
0.5 1.00 1.00
0.4 0.67 0.67
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0.2 0.25 0.25
0.0 0.00 0.00

! One can dso derive these hypotheses using belief functions.

2 This definition of the strength of evidence is limited to Situations where no ignorance is present. In fact,
we can not define the strength of evidence under Stuations of partia ignorance using the probability
framework. The Dempster- Shafer theory of belief functions provides a better framework for such
gtuations (Shafer 1976).

% Pearl (1988) has discussed asimilar example.

*Thelikdihood ratio, | 5, can be written as:

_ P(E2|Ho) _ P(ExGSIHp) + P(ExC~SHo)

2= = ,
*PEHD T pEGSHg + PEG-SHa)

_ A(E2[SCHo)P(SHo) + P(E2|~SCHo)P(=S|Ho)
P(E2|SCHa)P(SHa) + P(E2[~SCHa)P(~SHa)

__ RoP(SHo) + RoP(~SHo)
RoP(SHa) + (1 - Ro)P(~=SH)’

PE R2
or (1-R2) +(2R2- DP(SHY)’

where R, isthe rdiability of the second roommate. It is dso assumed to be symmetric:

R2=P(E2|SCHo) = P(E2[~SCHo) = P(E2[SCHa) = P(~E2|~SCHa).

Thét is, the second roommate tells the truth with reigbility Ro.
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